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Goal: Accelerate software innovation through trustworthy 
experimentation

Enable a more scientific approach to planning and prioritization 
of features and designs

Trust is key: getting a number is easy.  Getting a number you 
should trust is much harder. 
The analyst may not realize problems.

Experimentation is not applicable everywhere

Not covered in this talk: four necessary ingredients for 
experimentation to be useful (in paper, Section 6)

Sweet spot: websites and services



Concept is trivial

Randomly split traffic between
two (or more) versions

A/Control

B/Treatment

Collect metrics of interest

Analyze 

Best scientific way to prove causality, i.e., the changes in metrics are caused by 
changes introduced in treatment

Must run statistical tests to confirm differences are not due to chance



Three experiments that ran at Microsoft recently

All had enough users for statistical validity

Game: see how many you get right 

Everyone please stand up

Three choices are:
A wins  (the difference is statistically significant)

A and B are approximately the same (no stat sig diff)

B wins

If you guess randomly
1/3 left standing after first question

1/9 after the second question
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ñFind a houseò widget variations

Overall Evaluation Criterion: Revenue to Microsoft 
generated every time a user clicks search/find button
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ÅRaise your right hand if you think A Wins

ÅRaise your left hand if you think B Wins

ÅDonôt raise your hand if you think theyôre about the same

A B
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If  you did not raise a hand, please sit down

If you raised your left hand, please sit down

A was 8.5% better



Test new design for Office Online homepage 

A

OEC: Clicks on revenue 

generating links (red below)

ÅRaise your right hand if you think A Wins

ÅRaise your left hand if you think B Wins

ÅDonôt raise your hand if you think theyôre about the same

B



If  you did not raise a hand, please sit down

If you raised your left hand, please sit down

B was 64% worse

The Office Online team wrote

A/B testing is a fundamental and critical Web servicesé consistent 
use of A/B testing could save the company millions of dollars 
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OEC: Clickthrough rate for Search box and popular searches

A

B

Differences: A has taller search box (overall size is the same), has magnifying glass icon, 

ñpopular searchesò 

B has big search button

ÅRaise your right hand if you think A Wins

ÅRaise your left hand if you think B Wins

ÅDonôt raise your hand if they are the about the same



If  you raised any hand, please sit down

Insight

Stop debating, itôs easier to get the data
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For the launch of Bing, Microsoftôs search engine, there was 
an effort to improve the search box on the MSN home page

Control:

Treatment:

New version was statistically significantly better

Small changes have big impact



Estimated annual impact from multiple experiments (see 
paper for many examples) was over $1M each

How much of the value is due to the experimentation 
culture vs. the team having great ideas?

If the team just launched all ideas without testing, would 
they do well? é Not even close!

Small changes can have big impact, and large efforts 
sometimes had no impact or have negative impact

Key observations: we are poor at predicting the value of 
ideas, and hence the criticality of getting actual data



Based on experiments with ExP at Microsoft

1/3 of ideas were positive ideas and statistically significant

1/3 of ideas were flat: no statistically significant difference

1/3 of ideas were negative and statistically significant

Our intuition is poor: 2/3rd of ideas do not improve the metric(s) 
they were designed to improve.  Humbling!

At Amazon, half of the experiments failed to show improvement

QualPro tested 150,000 ideas over 22 years

75 percent of important business decisions and
business improvement ideas either have no impact on
performance or actually hurt performanceé
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Avoid the temptation to try and build optimal features 
through extensive planning without early testing of ideas

Experiment often

To have a great idea, have a lot of them -- Thomas Edison

If you have to kiss a lot of frogs to find a prince, 
find more frogs and kiss them faster and faster 
-- Mike Moran, Do it Wrong Quickly

Try radical ideas.  You may be surprised

Doubly true if itôs cheap to implement (e.g., shopping cart 
recommendations and Behavior-Based search at Amazon)

If you're not prepared to be wrong, you'll never come up with  
anything originalïSir Ken Robinson, TED 2006

http://4realz.net/hotlist/2008/09/if-youre-not-prepared-to-be-wrong-y/


Adaptive changes are hard.  Microsoft knows how to ship 
shrink-wrapped software; less experience in online world

Education is important

We started teaching a monthly ¾-day class on experimentation

Initially, we couldnôt fill it; now wait listed; > 500 people attended

Published papers in KDD to establish credibility
inside Microsoft, and get reviewer feedback,
which was highly beneficial

We use the HiPPO as our mascot and
give stress HiPPOs at talks with our URL.
Acronym: Highest Paid Personôs Opinion



We put posters across the campus to raise awareness

Usually in pairs with unique URLs to A/B test them

And in weird placesé

Experiment or Die won
the first round


